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Overcrowding of emergency departments impedes 
health care access and quality nationwide.  A real-
time early warning system for overcrowding may 
allow administrators to alleviate the problem before 
reaching a crisis state.  Two original probabilistic 
models – a logistic regression and a recurrent neural 
network – were created to predict overcrowding 
crises one hour in the future.  The two original and 
two pre-existing models were validated at 8,496 
observation points from January 1, 2006 to February 
28, 2006.  All models showed high discriminatory 
ability in terms of area under the receiver operating 
characteristic curve (logistic regression = .954; 
recurrent neural network = .957; EDWIN = .879; 
NEDOCS = .924).  At comparable rates of false 
alarms, the logistic regression gave more advance 
notice of crises than other models (logistic regression 
= 62 min; recurrent neural network = 13 min; 
EDWIN = 0 min; NEDOCS = 0 min).  These results 
demonstrate the feasibility of using models based on 
key operational variables to anticipate overcrowding 
crises in real time.   

 
INTRODUCTION 

Emergency department (ED) overcrowding is 
recognized as a national problem that hinders the 
delivery of emergency medical services [1].  Over-
crowding in the ED has been linked to decreased 
quality of care [2,3], increased costs [4], and patient 
dissatisfaction [5].  If ED administrators and staff 
were alerted prior to severe overcrowding, they might 
be able to intervene before health care quality and 
access were compromised [6].   

There have been no previous attempts, by the 
knowledge of the authors, to develop an early warn-
ing system for ED overcrowding.  The goal of the 
present study is to evaluate the feasibility of imple-
menting models of ED overcrowding – including a 
logistic regression and a recurrent neural network – 
as part of a real-time early warning system.   

 
BACKGROUND 

ED Overcrowding 
A conceptual model has been proposed to differ-

entiate between input, throughput, and output com-
ponents of ED overcrowding [7].  The input compo-
nent describes aspects of patient demand that cause 
overcrowding.  The throughput component considers 
bottlenecks in ED operations that lead to overcrowd-

ing.  The output component includes adverse conse-
quences of overcrowding.  A panel of experts identi-
fied by consensus 38 operational variables that reflect 
the input, throughput, and output components [8].   

In an effort to quantify ED crowding, two meas-
ures have been proposed:  The Emergency Depart-
ment Work Index (EDWIN) is a conceptual model, 
which was defined using expert opinion [9].  The 
EDWIN score has been shown to correlate with im-
pressions of crowding by physicians and nurses.  The 
National Emergency Department Overcrowding 
Scale (NEDOCS) is a linear regression model that 
associates five operational variables with the degree 
of crowding assessed by physicians and nurses [10].   
 
Early Warning System 

An early warning system must incorporate two 
components: 1) a clear definition of a crisis period, 
and 2) a means of predicting crises [11].  For the pre-
sent study, a crisis period of ED overcrowding will 
be defined as a period when ambulances are diverted 
to nearby hospitals.  Policy at the authors’ institution 
allows for the ED to go on diversion if any of the 
following criteria apply, and are not expected to be 
remedied within one hour: 1) all critical care beds in 
the ED are occupied, patients are occupying hallway 
spaces, and at least 10 patients are waiting, 2) an acu-
ity level exists that places additional patients at risk, 
or 3) all monitored beds within the ED are full.   

Both EDWIN and NEDOCS could serve as 
means of predicting overcrowding crises, as the au-
thors of both papers acknowledged [9,10].  One limi-
tation of these models is their use of a subjective de-
pendent variable: clinician assessments of over-
crowding.  Due to this, the present study will detail 
the development of two original models using the 
more objective dependent variable of ambulance di-
version.   

Evaluation of an early warning system, like di-
agnostic and prognostic systems, considers the meas-
ures of sensitivity and specificity.  Beyond this, the 
evaluation must address the question, “How far in 
advance can the system anticipate a crisis?”  This 
measure, called timeliness, is defined as the time 
lapse between when a system first detects a coming 
crisis, and when the crisis begins [12]. The optimal 
operating point for an early warning system must be 
chosen based on the tradeoff between timeliness and 
the rate of false alarms.   

 

AMIA 2006 Symposium Proceedings Page - 339



Design Objectives 
The system was designed with a central focus: to 

be practical, it must operate in real time.  This goal 
carries significant information needs.  It requires the 
availability of real-time data feeds to detect crises, as 
well as a method of instantly disseminating warnings 
when crises are imminent.  Other researchers have 
stressed the importance of a real-time information 
technology (IT) infrastructure for other early detec-
tion applications, such as monitoring of bioterrorism 
[13].  At the authors’ institution, much of the neces-
sary infrastructure is already in place.  The proposed 
early warning system takes advantage of this.   

 
METHODS 

Study Setting and Population 
Vanderbilt University Medical Center is a terti-

ary care academic medical center in an urban setting.  
The medical center includes both adult and pediatric 
ED’s, and all subsequent discussion in this paper will 
pertain specifically to the adult ED.   

The hospital IT infrastructure includes an elec-
tronic health record and computerized physician or-
der entry.  An electronic whiteboard display provides 
an instant summary of ED operational status, helping 
staff to manage patients and workflow.  The white-
board obtains information from a database that is 
updated multiple times each minute.  The applica-
tions are all integrated, enabling real-time collection 
and analysis of ED operational data.   

The study period was defined as the six-month 
period lasting from September 1, 2005 to February 
28, 2006.  The first four months will be referred to as 
the training period, and the last two months will be 
referred to as the validation period.  Operational vari-
ables were calculated at every 10-minute interval 
during the study period.  The local Institutional Re-
view Board approved this research. 

 
Data Collection 

Operational data were obtained from hospital da-
tabases; from staffing schedules of attendings, resi-
dents, and nurses; and from diversion logs.  The data 
collected are standard operational data for ED re-
search [8].  The variables used for modeling are 
shown in table 1.   

Variables with potentially ambiguous meanings 
are defined as follows:  Each patient’s acuity level is 
based on the Emergency Severity Index (ESI), a 5-
point scale that ranks patients from most urgent (1) to 
least urgent (5).  The mean acuity level is calculated 
based on all patients in the ED.  Occupancy level is 
defined as the number of patients in the treatment 
area divided by the number of licensed ED beds.  
This value may exceed 100% when patients are dou-
bled in rooms or placed in a hallway.  Boarding pa-

tients are those for whom hospital admission has 
been requested, but have not yet been discharged 
from the ED.  The diversion status was recorded for 
other hospital services that affect ED operations.   

Descriptive statistics for all operational variables 
were calculated for the training period, stratified ac-
cording to ED diversion status.  The mean number of 
diversion episodes per week, mean duration per epi-
sode, and percentage of time on diversion were calcu-
lated for the training and validation periods.   

 
Data Preparation 

Since some of the operational variables were 
likely to be collinear, the data were pre-processed by 
principal component analysis before any statistical 
models – specifically, the logistic regression and re-
current neural network – were created [14].  By plac-
ing a linear restriction on variable correlations, this 
technique finds a transformation that compresses the 
maximum amount of variance in a set of data into a 
few principal components [15].  The principal com-
ponent analysis was performed using the data from 
the training period.  The amount of variance ex-
plained by each component was visualized on a scree 
plot.  The eigenvectors from the top six principal 
components were stored in a transformation matrix.  
This matrix was used to transform the raw data from 
both the training and validation periods into the cor-
responding principal components.  All data process-
ing and analyses were performed with Matlab (ver-
sion 6.5, http://www.mathworks.com).   

Table 1. Adult ED operational variables (9/05 - 12/05) 

Characteristic 
No Diversion 
n = 14,476 

Diversion 
n = 3,092 

Registrations in last hour (#) 

Discharges in last hour (#) 

Mean acuity level (ESI) 

Occupancy level (%) 

Average length of stay (h) 

Waiting patients (#) 

Average waiting time (min) 

Boarding patients (#) 

Average boarding time (h) 

Attendings on duty (#) 

Residents on duty (#) 

Nurses on duty (#) 

Medical-surgical diversion 

Critical care diversion 

5 (3 - 8) 

5 (3 - 7) 

2.52 ± 0.15 

66 (51 - 80) 

4.3 (3.4 - 5.8) 

1 (0 - 3) 

4 (0 - 17) 

5 (3 - 9) 

2.9 (1.4 - 6.1) 

3.1 ± 0.9 

5.4 ± 0.5 

13.6 ± 1.7 

5% 

1% 

5 (3 - 7) 

6 (4 - 8) 

2.47 ± 0.13 

87 (78 - 93) 

7.1 (5.1 - 9.0) 

7 (2 - 11) 

61 (24 - 89) 

14 (10 - 17) 

8.4 (5.0 - 11.0) 

3.4 ± 0.8 

5.6 ± 0.5 

14.3 ± 1.6 

24% 

3% 

Observations were made at 10-minute intervals during the train-
ing period.  Descriptions are presented as percentages for dis-
crete variables, mean ± SD for normally distributed continuous 
variables, and median (IQR) for skewed variables.   
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Statistical Modeling 
A logistic regression model was fitted using data 

from the training period to predict the likelihood that 
the ED would be on diversion one hour later.  The 
independent variables for each time point were the 
six principal components, transformed from all 14 
operational variables by the method described above.  
The diversion status of the ED one hour after each 
observation was the dependent variable.   

A recurrent neural network was trained using the 
same data as the logistic regression.  Each neuron in 
the hidden layer was linked to itself by a recurrent 
connection, allowing the network to discern temporal 
structure within data [16].  The hidden layer of the 
network contained three neurons.  The principal 
components were scaled to the range 0..1, and stan-
dard backpropagation was used for training until the 
mean squared error reached 0.07.  To avoid overfit-
ting, ten networks were trained as a committee and 
their outputs were averaged to obtain final predic-
tions [17].  

The number of principal components, the width 
of the neural network hidden layer, and the duration 
of neural network training were all tuned in prelimi-
nary experiments, which used only data from the 
training period.  All data from the validation period 
were reserved for the subsequent model validation.   
 
Outcome Measures 

The logistic regression and the recurrent neural 
network were used to predict ED diversion status one 
hour in the future for every observation in the valida-
tion period.  Likewise, the values of EDWIN [9] and 
NEDOCS [10] were calculated for the validation pe-
riod, according to the published formulas.   

Each model’s ability to predict future diversion 
status was analyzed using receiver operating charac-
teristic (ROC) curves [18].  An ROC curve plots (1 - 
specificity) against sensitivity for all possible thresh-
olds in a binary classification task.  The area under an 
ROC curve (AUC) represents the overall discrimina-
tory ability of a test, where a value of 1.0 denotes 
perfect ability and a value of 0.5 denotes no ability.  
Each model’s threshold was fixed to achieve 90% 
sensitivity.  At the threshold, the specificity, predic-
tive values, and likelihood ratios were calculated.   

The feasibility of each model to be used in an 
early warning system was analyzed using activity 
monitoring operating characteristic (AMOC) curves 
[19].  An AMOC curve plots false alarm rates against 
timeliness scores for all possible thresholds. Con-
secutive false alarms were treated as independent 
events, instead of as a sustained signal.  The false 
alarm rate is normalized per unit time, in this case per 
hour. The timeliness score may be interpreted here as 
the median warning time given, within a maximum 

three hour window.  Although the models were 
trained using the one-hour time point, their predic-
tions may be useful even further in advance.   

 
RESULTS 

There were 15,687 total patient visits to the ED 
during the training period and 7,726 during the vali-
dation period.  Recording observations at 10-minute 
intervals resulted in 17,568 data points for the train-
ing period and 8,496 for the validation period.   

Descriptive statistics for operational variables 
during the training period are listed in table 1.  The 
incidence and length of diversion episodes for the 
training and validation periods are shown in table 2.   

Principal component analysis showed that 99% 
of the total variance among the operational variables 
could be explained with six principal components.  
The beta coefficients for the corresponding six inde-
pendent variables in the logistic regression model 
were statistically significant (p < .001 for each).  

The ROC curves for the logistic regression, the 
recurrent neural network, EDWIN, and NEDOCS are 
shown in figure 1.  The area under the curve was .954 
for the logistic regression, .957 for the recurrent neu-

Table 2. Ambulance diversion episodes (9/05 - 2/06) 

 Training  
(9/05-12/05) 

Validation  
(1/06-2/06) 

Mean episodes per week (#) 

Mean duration per episode (h) 

Total time on diversion 

2.9 

10.3 

18% 

2.6 

16.3 

25% 

 
 
Figure 1. Receiver operating characteristic curves of early 
warning system predictions.  The AUC of each model is 
shown in parentheses in the lower right.   
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ral network, .879 for EDWIN, and .924 for NE-
DOCS. At a fixed sensitivity level of 90%, operating 
characteristics for each model are shown in table 3. 

The AMOC curves for the four models are pre-
sented in figure 2.  The logistic regression had the 
highest timeliness at all rates of false alarms.  The 
recurrent neural network and NEDOCS had lower 
timeliness and were comparable to each other.  
EDWIN had the lowest timeliness of the four models.    

 
DISCUSSION 

Interpretation of Findings 
The results from the validation period show that 

the logistic regression and the recurrent neural net-
work had very good discriminatory power in predict-
ing diversion status one hour in the future.  At a fixed 
sensitivity level, the logistic regression and recurrent 
neural network had similar operating characteristics.  
The logistic regression was more timely in detecting 

diversion episodes at all rates of false alarms.  Com-
parison with the pre-existing indices, EDWIN and 
NEDOCS, reveals that neither of them achieved 
greater timeliness than the logistic regression, even 
though both had good discriminatory ability.   

It warrants brief mention that the recurrent neural 
network did not exceed the performance of the logis-
tic regression.  Given the assumptions underlying 
each model, this may question the necessity of con-
sidering non-linear relationships, interaction terms, or 
temporal structure in order to make good predictions 
with this data set.  However, this does not rule out the 
possibility that other classifiers or neural network 
architectures may perform better, so model complex-
ity will remain a question for further investigation.   

 
Practical Implications 

The results of the validation suggest that the lo-
gistic regression may be well-suited for deployment 
in an early warning system at the local institution.  It 
can provide an hour of advance notice prior to the 
start of a diversion episode, with a relatively low rate 
of false alarms.  This hour of warning may allow ED 
administrators and staff to intervene before access 
and quality of care become compromised.  Possible 
interventions include calling in reserve personnel, 
opening auxiliary treatment bays, clearing out hospi-
tal beds, or deferring care of low acuity patients [6].  
Thus, administrators can be proactive, rather than 
merely reactive, in the face of an overcrowding crisis.   

Even with an early warning system in place, 
some causes of severe overcrowding, such as mass 
casualties, will likely remain difficult to foresee and 
remedy, but such events represent a minority of ED 
crises.  Fortunately, based on the results of model 
validation, most of the diversion episodes at the local 
institution seem to arise from predictable causes.   

 
Study Limitations 

The present study has three limitations that merit 
discussion.  First, because no universal definition of 
overcrowding exists, ambulance diversion status was 
used to define crises of overcrowding.  Other re-
searchers have identified diversion as the most useful 
functional definition of overcrowding [20].  Further-
more, the authors’ institution has clearly defined cri-
teria for when ambulance diversion is appropriate.  
Moreover, every decision to initiate diversion under-
goes later review, to maintain consistency.  Although 
not all hospitals in the nation allow for ambulance 
diversion, the operational criteria that define the local 
policy could be easily applied to other hospitals.  On 
these grounds, the use of ambulance diversion as a 
surrogate for overcrowding was considered appropri-
ate for the present study.   

Table 3. Operating characteristics at fixed 90% sensitivity 

 Spec PPV NPV LR+ LR- 

Regression 

Network 

EDWIN 

NEDOCS 

86% 

87% 

68% 

78% 

69% 

71% 

48% 

58% 

96% 

96% 

95% 

96% 

6.59 

7.18 

2.78 

4.03 

0.12 

0.11 

0.15 

0.13 

Regression = logistic regression; Network = recurrent neural 
network; Spec = specificity; PPV = positive predictive value; 
NPV = negative predictive value; LR+ = positive likelihood 
ratio; LR- = negative likelihood ratio 

 
 
Figure 2. Activity monitoring operating characteristic curves 
of early warning system predictions.  A higher value of timeli-
ness denotes a greater amount of warning time prior to crises.   
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Second, the serial correlation between consecu-
tive 10-minute observations may affect the independ-
ence assumption of the logistic regression model.  
However, the design of the present study focused on 
real-world application using independent validation, 
and a model may still have practical utility when its 
theoretical assumptions are not fully satisfied.   

Third, the logistic regression and recurrent neural 
network were developed and validated at a single 
institution.  The design of the present study does not 
allow for comment on how well they would general-
ize to other institutions.  By design, these models 
were developed using common ED operational vari-
ables that can be obtained and processed in real time 
at any hospital, given adequate IT infrastructure.  
Further research will be necessary to determine the 
applicability of the models to other institutions.   

 
Future Directions 

To assess the utility of the early warning system, 
a cost function must be associated with the alarms 
generated.  This will depend on how the institution 
responds to alarms.  It must take into account the 
costs incurred by calling in reserve staff or opening 
additional treatment bays, and it must consider the 
benefit achieved by maintaining efficient operations 
in the ED.  This benefit may take the form of in-
creased revenue for the hospital or intangible societal 
benefits arising from improved access to emergency 
care.  The intervention policy and cost function must 
be developed jointly with ED administrators.  These 
elements are necessary to determine the optimal op-
erating point of the system, so that the expected util-
ity will be maximized.   

 
CONCLUSION 

Models based on ED operational data may be 
used as an early warning system for diversion.  The 
logistic regression model predicted diversion with 
better timeliness and fewer false alarms than other 
models of overcrowding.   
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